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] Leverages the self-monitoring mechanism through time to decide when to roll back to a previous
: location and resume the instruction following task.
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Which words are completed?
Which words are for next action?
Which direction matches words?

Decision making

1st step

Visual reasoning

I know I came from there.
Where should I go next?

Textual grounding

Visual grounding 5t step
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Progress target

My estimated
confidence decreased.
Something went wrong.

Let’s learn this lesson
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. GROUNDING QUALITATIVE ANALYSIS
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Evaluation metrics:

* Navigation Error (NE): mean of the shortest path distance between the agent’s final position
and the goal location.

* Success Rate (SR): the percentage of final positions less than 3m away from the goal location.

* Success rate weighted by Path Length (SPL): SR weighted with trajectory lengths.
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